BIBLIOGRAPHIC INFORMATION SYSTEM

Journal Full Title: Journal of Biomedical Research & Environmental Sciences
Journal Website Link: https://www.jelsciences.com
Journal ISSN: 2766-2276
Category: Multidisciplinary
Subject Areas: Medicine Group, Biology Group, General, Environmental Sciences
Topics Summation: 128
Issue Regularity: Monthly
Review Process type: Double Blind
Time to Publication: 7-14 Days
Indexing catalog: Visit here
Publication fee catalog: Visit here

DOI: 10.37871 (CrossRef)
Plagiarism detection software: iThenticate
Managing entity: USA
Language: English
Research work collecting capability: Worldwide
Organized by: SciRes Literature LLC
License: Open Access by Journal of Biomedical Research & Environmental Sciences is licensed under a Creative Commons Attribution 4.0 International License. Based on a work at SciRes Literature LLC.
Manuscript should be submitted in Word Document (.doc or .docx) through Online Submission form or can be mailed to support@jelsciences.com

Vision: Journal of Biomedical Research & Environmental Sciences main aim is to enhance the importance of science and technology to the scientific community and also to provide an equal opportunity to seek and share ideas to all our researchers and scientists without any barriers to develop their career and helping in their development of discovering the world.
Introduction

Submerged Aquatic Vegetation (SAV) plays a key role in the ecological balance of aquatic ecosystems [1]. SAV is important to the nutrient recycling process, provides shelter to small animals, serves as a bioindicator of water quality, and contributes high quantities of organic matter to aquatic ecosystems, which is an essential process for the food chain with respect to grazing and detritus [2]. Thus, SAV represents the main component of the aquatic carbon balance [1].

The excessive colonization of water bodies by SAV is more intense in tropical areas and both ecological and economic issues have been investigated for a long time [3-5]. The economic issue is related to hydroelectric power plants, which must stop generating electricity due to turbine obstruction, causing financial losses [6-8]. In addition, other activities are hindered by SAV, such as navigation, fishing and swimming.

According to [9], some of the ecological consequences from the excessive presence of SAV are: a) an increased Biochemical Oxygen Demand (BOD) due to the decomposition of plant material; b) a reduced gas exchange rate between the aquatic environment and the atmosphere; c) interference in the primary production of phytoplankton and other trophic levels; d) the formation of an environment that...
is favorable to insects and mollusks that threaten sanitary conditions; and e) increased evapotranspiration.

Monitoring SAV populations is a difficult procedure and mapping techniques for this type of vegetation is aim of many studies [10–15]. Hence, it is also difficult to formulate control strategies for large Brazilian reservoirs. One of the means of sampling these populations is to use hydroacoustic survey (e.g., Sound Navigation and Ranging or Sonar). This technique uses both horizontal (area) and depth mapping to produce data and generate a bathymetric model (submerged relief) [13,16–18]. The application of this technique to SAV mapping was described by [19–21].

Using data derived by hydroacoustic mapping is very important to infer how SAV colonization might expand. Such estimates can support the management decision-making process. The morphometric parameters of depth and slope, as well as the preexisting SAV, can be mapped or estimated from the bathymetric surveys, so their contribution to SAV inference can be evaluated.

Thus, the aim of this work is to map and predict the areas that are most likely to be colonized by SAV based on georeferenced data collected via hydroacoustic surveys. Such predictions are intended to identify regions with a higher probability of SAV occurrence, given the currently colonized areas and morphometric characteristics of the area. The possibility of mapping prone areas to be colonized by SAV helps the task of vegetation management, since reduce the survey fields in extensive water bodies. Thus, the main contribution of this work is to present the inference of SAV colonization, based on characteristics of the reservoir.

Study Site

The study area is situated in the Taquaruçu reservoir, located on the Paranapanema River in the city of Santo Inácio on the border between the states of Paraná and São Paulo at the coordinates 51°44’W; 22°38’S and 51°43’W; 22°37’S. This reservoir is the second largest on the cascade of Paranapanema River and is colonized by SAV, composed mainly of the species Egeria densa and Egeria najas. The field surveys were conducted in a region of the reservoir (Figure 1) which has an area of 1.83 km², a maximum depth of approximately 23 m, and an average depth of approximately 5 m. The flow rate of this reservoir is 18,100 m³·s⁻¹. The reservoir volume ranges from 179 hm³ to 210 hm³ and the water level varies from 350 m to 351 m. The hydroelectric plant has five turbines, with a total power of 525 MW. Taquaruçu reservoir is a run-of-river hydroelectric station, because it has small storage capacity, and because of this, the water coming from upstream is available for generation at that moment, and any oversupply must pass unused.

Materials and Methods

Four field surveys were performed at different time intervals in 2010 year: April 7, April 23, June 18 and August 5, to collect the hydroacoustic data. A nomenclature, composed of the ‘s’ letter (survey initial) followed by a number (1 to 4) related to the survey sequence, was adopted to reference each campaign.

A digital scientific echosounder Biosonics DT-X (Biosonics, Inc., Seattle, WA, USA) was used to survey the SAV populations [22]. This model is coupled with a Global Positioning System (GPS) receiver while collecting the georeferenced data for the depth and canopy height. The echosounder is a double-frequency device that operates between 38 and 1,000 kHz frequencies to collect data up to 1,000 m depth. The echosounder is operated by a portable computer running Visual Acquisition software (BioSonics, Inc.). Post-processing was performed using the Visual Analyzer and Ecosav softwares (BioSonics, Inc., Seattle, WA, USA) for the data visualization and report generation steps, respectively. The pulse frequency adopted was 5 pps (pulses per second), and the duration of each pulse was set to 0.1 ms. Note that this equipment does not distinguish among species, only identifies the presence or absence of SAV and its canopy height. The boat speed is limited from 6 to 8 km·h⁻¹ to reduce the sensitivity to macrophyte flapping or swaying due to water movement. Moreover, the depth and canopy height data are generated from average measurements in a cycle or group of 10 pings, which attenuates the horizontal anomalies that could otherwise result in high errors. The regions without SAV were reported with a canopy height equal to zero; thus, every point has height information.

The studies developed by [23,24] describe how SAV can be identified from the sound pulses using the echo characteristics. Such pulses range from 40 to 60 dB in an elongated pattern. The EcoSav software has a classifying algorithm that is used to identify and distinguish SAV from the bottom depth by applying the various signal processing techniques detailed by [25].

The inset in the lower portion (Figure 1) presents the points at which the system collected the survey data. Due to the concentration of plants near shorelines, the data were acquired using a zigzag pattern, beginning from the shoreline. The boat was equipped with the system and then traveled in a perpendicular direction to the shore toward deeper areas, stopping at the vegetation limit (Figure 1). The sampling was concentrated in some parts of the reservoir where high concentration of SAV was found in surveys carried out before this experiment. Each survey lasted approximately 7 hours, because of the influence of the river current and the limited speed necessary to operate the echosounder. Because of that, and also due to the river extension, the data were collected only in a section of the reservoir.

Data Organization

The collected data were stored in a geographical database and processed using the Geographical Information System (GIS) named spring [26]. First of all, both the height of the
submerged canopy and the depth of the vegetation from each survey point were imported into the GIS.

Second, the SAV map for each survey was created using Inverse Distance Weighted (IDW) interpolation and a matrix with a 2 m spatial resolution. The same method was used to produce the bathymetric model. This method is simple and can be processed faster than ordinary kriging, which was an important requisite in this work because many maps had to be interpolated. Additionally [20], considered IDW predictions are only slightly less precise than kriging; thus, such predictions were deemed appropriate for characterizing SAV in water bodies.

The surface slope angle was derived from the depth variation rate between cells, which refers to one resolution element of the regular grid. The gradient was obtained using the first- and second-order partial derivatives. The partial derivatives were calculated for each point in the depth grid using a 3 x 3 convolution window. The slope, named D, is given by Equation 9.

\[ D = \arctan \left( \sqrt{\left( \frac{\partial Z}{\partial x} \right)^2 + \left( \frac{\partial Z}{\partial y} \right)^2} \right) \] (9)

The Colonized Neighborhood Number (CNN) surface was also generated because the areas surrounded by the SAV are prone to colonization. This surface was produced based on the eight neighboring cells, by counting how many cells were colonized, with the zonal statistics operation available in GIS.

**Spatial Inference**

Spatial inference was developed for the colonization model via the weights of evidence method using the Dinamica-EGO software [27], and probability maps for particular events were generated. In this method evidence denotes the factors whose weights will be evaluated.

The weights of evidence method is used in many applications, such as mineral exploration [28], deforestation [27], urban expansion modeling [29], wildfire risk evaluation using socioeconomic data [30], both oil and gas resource assessment, landslide hazards, and the adaptability of the animal habitat [31].

This method uses the log–linear form of the Bayesian model, which is based on both a priori and a posteriori (conditional) probability concepts. It can be used when sufficient data are available to estimate the relative importance of the variable and, it is, therefore, a data–driven method [32].

The greatest advantage of this method is the possibility of combining the weights of evidence from many maps. In such case, the weights for each map can independently be calculated, given a set of spatial data, and are then combined in a sum [32].

The input maps describing the vegetation spatial distribution must be binary or multi–class. This requirement is a characteristic of the weights of evidence method. Maps with continuous numerical representations must be transformed into either binary or multi–class. Thus, in this work, the class interval is the range of values of an evidence, grouped as a class.

In this work, the heights of the submerged canopy were classified as binary data: they were denoted as ‘vegetation’ when the canopy height was greater than zero and as ‘no vegetation’ when the canopy height was equal to zero. The concept of survey interval is adopted to indicate the time, measured in days, between two consecutive field surveys. The weights of evidence were calculated by survey interval and are referred to as s1–s2, s2–s3, and s3–s4, in this text because we conducted four field surveys (i.e., s1, s2, s3, and s4).

The weights computed for each map are independent and are associated with the class interval because the raw data are continuous. Therefore, it was necessary to calculate the ranges and categorize the continuous spatial variables. These class intervals are not the same for all survey intervals because the algorithm adapts the class variables to preserve their data structure [33,34]. These breaking points are used as thresholds for the class intervals.

Other important concept of weights of evidence method is transition, which indicates the changes observed from map A.
for the first date and map B for the second date. Within this context, the transition is the event that changes the cells with no SAV into colonized cells, in a survey interval.

A comparison between the areas prone to colonization (the expected frequency) and the real colonization data (the observed frequency) was performed to validate these results. This procedure was performed by predicting the number of colonized cells under several characteristic combinations present in the studied area and then multiplying the conditional probability by the corresponding surface area. The predicted values were compared to observe ones to validate the results. A linear regression for each interval was applied, with the observed values placed in the ordinates (y-axis) and predicted values in the absicssas (x-axis), because the opposite regression would lead to incorrect estimates of both the slope and the y-intercept [35].

The conditional probabilities, based on depth, slope, and CNN, for each interval, were also mapped and the spatial variability was analyzed.

**Results**

Analyzing maps for depth and slope (Figures 2a,b,e) and maps of the presence or absence of vegetation from each survey (Figures 2c–f), it is demonstrated that colonization occurs in both shallow and low-sloped areas.

The prior probabilities are given by the ratio between the colonized cells and the cells without vegetation. The transition rates are the prior probabilities divided by the survey interval, expressed in days (Table 1). As the time between survey intervals $s_2-s_3$ and $s_3-s_4$ was greater than that of $s_1-s_2$, the prior probabilities were also greater, changing from 4% for $s_1-s_2$ to 10% for both $s_2-s_3$ and $s_3-s_4$. However, when the daily transition rate is compared, the value for $s_1-s_2$ is slightly higher than the rates for the

![Figure 2](https://dx.doi.org/10.37871/jbres1555)
other two survey intervals. Because the daily transition rate is calculated by dividing the prior probabilities by the survey interval, the rates allow a comparison of the prior probabilities on a daily basis, without the influence of time. In this case, it can be verified that the difference between the transition rates is less significant than in the prior probability.

The CNN weights were very similar across the survey intervals (Figure 3). The cells with five or six colonized neighbors exhibited the greatest weights. Such finding is ecologically consistent because an area surrounded by vegetation is prone to colonization. The CNN variable was only evaluated for the uncolonized cells, for the adjacent cells to vegetation, because it characterizes the importance of a neighborhood with SAV, or preexisting population, with respect to colonization.

The depth variable with the greatest weights can be found in the first class of intervals up to a maximum depth of 6 m, for all three survey intervals. This observation suggests that colonization is favorable in these areas, possibly due to the higher light attenuation in the deeper areas. Regarding negative weights, we can concluded that higher depth values are unfavorable to colonization, except for the 8–10 m class interval in s1–s2. This exception was likely caused by the existence of many colonization cells in this data range, which is a characteristic of empirical and data-driven method. The presence of an uncommon pattern in the data reflected in an unexpected result, which can be considered a limitation of this approach.

For the slope variable, it was possible to verify remarkable differences between the survey intervals. For s1–s2, there was a negative weight and colonization was unfavorable for the first class of intervals with a slope of up to 5°, but it was positive for class intervals of 30–35° and 35–50°. On the other hand, for the s2–s3 interval, the weight was positive, though low, for slopes up to 5° and it was negative for slopes from 15–20°. Both the s3–s4 and s1–s2 survey intervals had negative values for low slopes and positive values over the 5–10° class interval. Based on these differences we can conclude that it is not possible to determine effectively if slope interferes in colonization. For values above 20° the weights were not significant to s2–s3 survey and the same was verified above 10° for s3–s4 slope.

Regarding to the magnitude of these weights, the depth variable presented several highly positive and negative values for the different class intervals. The slope variable exhibited only one high value for the 30–35° class interval and for s1–s2. The CNN factor showed lower-magnitude weights compared to both the depth and slope. These findings indicate that the depth contributes more to the inference process than the other variables because it increases the light availability and, in this method, this also increases the conditional probability for a broader range of values than the other two variables.

The interval s1–s2 generated the best regression between observed and predicted values for each interval (Figure 4), because the slope is closer to 1 if compared to the other intervals, although the R² of 0.83 is smaller than 0.99 and 0.96 for s2–s3 and s3–s4, respectively.

Analyzing the spatial distribution of the conditional probabilities (Figure 5), the results indicate that there is a significant difference among the survey intervals. This difference was due to the variation in weights for each survey interval regarding each indicator and the prior probabilities, which had values of approximately 0.04 for s1–s2 and 0.1 for both of the following periods (Table 1).

Generally, the pattern identified in s1–s2 shows most of the area with a probability of 0.05 as being colonized. Additionally, some regions are shown in green with a 0.4 probability of colonization.

The maps of the intervals s2–s3 and s3–s4 (Figures 5a–c) are very similar. Some differences appear because, in s2–s3 (Figure 5b), there are areas in the southwest and northeast that are uncolonized and has a 0.5 probability of containing SAV. The regions shown in the green probability class for s2–s3 (Figure 5b) have a smaller probability than that in s3–s4 (Figure 5c) because of the difference of the weights for the depth and slope.

Discussion

Of the three variables analyzed, the depth and CNN demonstrated ecologically consistent weights for the colonization dynamics, which are related to light availability and the preexisting population of the neighborhood. However, the slope variable showed both positive and negative weights, which varied significantly between the survey intervals and class intervals and are likely explained by variations in the available data. Other studies cited by [36,37] also presented different conclusions in the

Table 1: Prior probabilities and transition rates for each survey interval.

<table>
<thead>
<tr>
<th></th>
<th>s1-s2</th>
<th>s2-s3</th>
<th>s3-s4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncolonized cells</td>
<td>14,587</td>
<td>13,585</td>
<td>15,439</td>
</tr>
<tr>
<td>Prior probability</td>
<td>0.0411</td>
<td>0.1015</td>
<td>0.1003</td>
</tr>
<tr>
<td>Survey interval</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(in days)</td>
<td>16</td>
<td>55</td>
<td>47</td>
</tr>
<tr>
<td>Transition rate</td>
<td>0.0026</td>
<td>0.0019</td>
<td>0.0023</td>
</tr>
</tbody>
</table>
Figure 3 Weights for each survey evidence and interval.

Figure 4 Regression between observed and predicted values for each interval (solid line). Dotted pattern indicates 1:1 line.

Figure 5 Spatial distribution of probabilities calculated using the weights of evidence method for each interval: a) s1-s2; b) s2-s3; c) s3-s4.
relationships between slope and SAV. This result suggests that the variable must be further investigated because its real influence over SAV is not completely understood.

The depth variable showed the biggest influence over the inference process based on the weights of evidence method due to the biggest weights. Other studies also have investigated the patterns of SAV in relation to depth [8,36,38,39]. This is a very useful contribution because the bathymetric map can be used to drive the monitoring task at the site [38] noted that E. densa is natively found at depths between 1 and 2 m depth and is rare in shallower or more intense water flux regions [8,36] reported that the maximum depth of SAV colonization was 7 m, which was the euphotic zone. The area within 1 m of the water margins would be considered unstable and, therefore, unfavorable to colonization, as they contain limited vertical space for growth. It also has been reported that greater depths have smaller relative growth rates due to the effects of light attenuation on photosynthesis. It is known that the euphotic depth is highly variable, even for a single location within a lake, and depends on several variables [39] presented a model of SAV height distribution from depth and water transparency measured by downwelling attenuation coefficient of Photosynthetically Active Radiation. Thus, in this work it is considered very important to evaluate whether there were meaningful contributions of depth to SAV inference.

The conditional probabilities were used to estimate the number of colonized cells and, overall, yielded good agreements for the s1-s2 interval and underestimated the number of colonized cells for the subsequent survey intervals. Thus, the estimates of the colonized areas can be considered conservative in terms of colonization, which can actually be significantly more intense.

The weights of evidence method associated with hydroacoustic mapping was considered a feasible approach for this domain because the results indicated the areas that are most prone to colonization based on the local characteristics of the water body evaluated, with an emphasis on depth. The practical implications of these findings are related to reducing the monitored area in the whole reservoir while searching for new stands of SAV. The required data to apply this method are commonly available since the morphometric variables of the area are generally known and the CNN is calculated from the SAV detected from a previous field survey. Thus, in terms of decision making method, instead of monitoring the entire length of the Taquaruçu reservoir and the Paranapanema River as a whole, the inspection could be accomplished only in the depths up to 6 m and in stands with preexisting SAV.

This approach can be reproduced in other environments, however, the weights obtained cannot be directly transferred from one environment to another. This is true for all empirical models, as in this case. In nature, empirical models which can be used in any situation are very rare or have too many parameters required to characterize the differences among each ecosystem. Thus, this type of model reaches a so high complexity level that their application may become unfeasible, as a result of the required parameters for which the data can be very scarce or difficult to measure or calibrate.

It is very hard to manage SAV because mapping alone is not sufficient when the situation is already characterized as an infestation that has become out of control. It is very important to find an efficient way of inferring or predicting the start of SAV colonization to apply the appropriate control techniques (i.e., mechanical, chemical or biological) at the beginning, to cause the least interference within the ecosystem. After an excessive colonization situation, control becomes significantly more difficult because SAV reproduce vegetatively, and, consequently, the floating fragments in the water can become rooted, transforming in other submerged canopies. All of these issues are significantly more serious if the reservoir has a large area, as is the case of many Brazilian reservoirs [40-43], where E. densa and E. najas species have been observed [8,42,44,45].

Many prediction models have been developed in the laboratory based on estimations of growth rates, taking into account the relations between biomass and various limnological variables. In these cases, the local characteristics are not considered; accordingly, these models are generic and do not represent the specific differences considered by models based on data that have been surveyed directly in situ, as proposed in this study.
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